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Abstract—This paper introduces an original method for guaranteed estimation of the accuracy for an ensemble of Lipschitz classifiers. The solution was obtained as a finite closed set of alternative hypotheses, which contains an object of classification with probability of not less than the specified value. Thus, the classification is represented by a set of hypothetical classes. In this case, the smaller the cardinality of the discrete set of hypothetical classes is, the higher is the classification accuracy. Experiments have shown that if cardinality of the classifiers ensemble is increased then the cardinality of this set of hypothetical classes is reduced. The problem of the guaranteed estimation of the accuracy for an ensemble of Lipschitz classifiers is relevant in multichannel classification of target events in C-OTDR monitoring systems. Results of suggested approach practical usage to accuracy control in C-OTDR monitoring systems are present.
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I. INTRODUCTION

One of the main problems related to stochastic samples classification is to estimate the degree of similarity between a sample and those classes that are located nearby in the metric of the feature space. A question arises: what is the formal mechanism for the selection of classes, which corresponds to a sample with a priori specified lower bound of the classification accuracy value? In [1] a comparatively simple approach was suggested to solve this problem. In this approach, the classification solution was obtained as a finite closed set of alternative hypotheses, which contains an object of classification with probability no less than the specified value. The contents of the presented paper are a generalization of the mentioned approach to the case of ensemble of Lipschitz classifiers. The ensemble classifiers are commonly used to stabilize [2] and to increase the efficiency [3]. Simply speaking, the output of the classifiers ensemble represents a certain combination of outputs of the multiple classifiers, which were included in the ensemble. Using the ensemble of classifiers is a promising approach in the number of practical areas. For example, the approach of ensemble classifiers is extremely important in practical multimodal biometrics as well as in multichannel monitoring systems. This paper introduces an original method for guaranteed estimating the accuracy of the Lipschitz classifiers ensemble for a large number of classes. It should be noted that the so-called Lipschitz classifiers [2] correspond to a very wide type of classifiers. This type includes such well-known and practically effective classifiers as SVM (Support Vector Machine), Linear Programming Machines and even NN (Nearest Neighbor) method. A variety of the Lipschitz classifiers (LC) and their broad application mainly caused the major focus on this type of classifiers within the frames of this paper. The presented method to estimate the classification accuracy can be applied to any type of Lipschitz classifiers. The mechanisms of Lipschitz classifiers construction and learning, however, are out of the scope of this research. Thus, within this article, Lipschitz classifiers are considered to be given, research on their accuracy only is being carried out.

The approach suggested in this paper allows estimation of the accuracy of the Lipschitz classifiers’ ensemble by determining the closed confidence subset within a priori given set of classes. This set, having a specified confidence coefficient \( p, p \in (0,1) \), contains an index of classification object. The classification accuracy is determined by the number of alternative hypotheses included in this confidence set (target set): the smaller the cardinality of the confidence set is, the higher the classification accuracy is. The suggested approach provides the guaranteed accuracy of estimation: the constructed confidence set will contain a true object of classification with the previously specified confidence coefficient. The paper describes a practical case that demonstrates high efficiency of the proposed approach

II. THE RESEARCH OBJECTIVE

Let us denote:

- \( Z = Z_1, \ldots, Z_m \) — set of the compact feature spaces;
- \( Z(k) = Z_k, d_k \) — k-th compact feature space, \( d_k \) — metric of this space, \( Z_k \) — set of feature values;
- \( \Theta \) is a set of indexes of classes;
- \( z_i, \theta \) — feature of the \( \theta \) class, \( z_i \in Z_k, k \in 1, \ldots, m, \theta \in \Theta \);
- \( d_{\theta, \theta} = d_{z_i, z_j} \), \( \theta \neq \theta \); \( \forall z_i, z_j, \theta, \theta' > 0 \);
- \( z_{i, \theta} \in Z_k \) — sample, which need to classify;
- \( Z^{(i)} = z_{i, \theta}, z_{i, \theta'}, \ldots, z_{i, \theta} \);
- \( \theta' \in \Phi \) is a true index of the class to which the sample \( z_{i, \theta}, k \in 1, \ldots, m \), belongs; in another words, \( \theta' \) is an index...
of a target class; \( f_\ell : Z_i \rightarrow \Theta \), \( k \in 1, ..., m \), are Lipschitz classifiers, which divides the spaces \( Z(k) \) into \( m = |\Theta| \) classes; \( f_\ell(\Theta|\hat{\theta}) = f_\ell(\theta|z_i^\phi) \), \( \hat{R}_\ell \) here \( f_\ell(\theta|z_i^\phi) \in \hat{R}_\ell \), \( k \in 1, ..., m \), are discriminate functions (so-called score-parameters), which shows degree of similarity of a sample \( z_i^\phi \) regarding to class \( \theta \in \Theta \); for every \( k \in 1, ..., m \) function \( f_\ell(\theta|z_i^\phi) \) represent a stochastic function, which explicitly dependent on the index hypothesis to be tested \( \theta \) and implicitly on the index of the target class \( \theta^* \).

- \( R_\ell \) is the classification decision-making rule,
- \( R_\ell : \hat{\theta}_\ell = \text{Arg Max } f_\ell(\theta|z_i^\phi) \);
- \( F(Z|\hat{\theta}^*) = \sum_{\ell=1}^{m} f_\ell(\theta|z_i^\phi) \cdot R_\ell \) - ensemble of the Lipschitz classifiers formed at the value of the target class \( \theta^* \in \Theta \);
- \( f_\ell(\theta|z_i^\phi) = \text{Norm } f_\ell(\theta|z_i^\phi) \) is normalization of the function \( f_\ell(\theta|z_i^\phi) \), which provides \( f_\ell(\theta|z_i^\phi) \in (0,1) \);
- \( F(\theta|F(Z|\hat{\theta}^*)) \) is discriminate function on an ensemble of classifiers \( F(Z|\hat{\theta}^*) \), \( F(\theta|F(Z|\hat{\theta}^*)) = \sum_{\ell=1}^{m} f_\ell(\theta|z_i^\phi) \), where \( \sum_{\ell=1}^{m} f_\ell(\theta|z_i^\phi) = 1 \); \( F : \bigcup Z \subseteq \Omega \) is integral classifier on an ensemble \( F(Z|\hat{\theta}^*) \);
- \( F = F(\theta|F(Z|\hat{\theta}^*)) \cdot \hat{R}_\ell \);
- \( z_i^\phi \in \Theta \), \( k \in 1, ..., m \), is the class to which actually the sample \( z_i^\phi \) belongs; it is obvious that \( \theta^* = \bigcap_{k=1}^{m} z_i^\phi \);
- \( |X| \) is a cardinality of set \( X \);
- \( \text{Diam } Z_i = \sup_{z_i^\phi} |z_i^\phi - z_i^\phi| \), \( k \in 1, ..., m \).

Thus, we have an ensemble of Lipschitz classifiers \( F(Z|\hat{\theta}^*) \).

Every classifier \( f_\ell(\theta|z_i^\phi) \in F(Z|\hat{\theta}^*) \) is defined on the appropriate feature space \( Z(k) \), \( k \in 1, ..., m \). On the ensemble \( F(Z|\hat{\theta}^*) \) was formed the integral classifier \( F \), which has the output in the form of \( \hat{\theta} = \text{Arg Max } F(\theta|F(Z|\hat{\theta}^*)) \).

The goal of this paper is, while observing samples \( z_i^\phi \), to determine for classifier \( F = F(\theta|F(Z|\hat{\theta}^*)) \cdot \hat{R}_\ell \) such a confidence set of indices \( \Xi(\hat{\theta}) \) (target set), \( \Xi(\hat{\theta}) \subseteq \Theta \), for which the following statement is true: \( P(\theta^* = \Xi(\hat{\theta}) \geq P^* ) \). The confidence coefficient \( P^* \) is a priori specified. Thus the desired class \( \theta^* \) will belong to the target set \( \Xi(\hat{\theta}) \) with a probability at least equal to the previously prescribed value \( P^* \). In this case, the classification results are yielded not as one class, but as a set of classes that together constitute the target set.

### III. SOLUTION METHOD

Since classifiers \( f_\ell(\theta|z_i^\phi) \), \( k = 1, ..., m \), have a stochastic nature, their outputs are random variables. The output of any classifier \( f_\ell(\theta|z_i^\phi) \) can be described by the following statement:

- \( f_\ell(\theta|z_i^\phi) = E_{\theta} f_\ell(\theta|z_i^\phi) + \eta_\ell(\theta|z_i^\phi) \). Here, \( \theta^* \in \Theta \) is index of the target object class; \( \theta \in \Theta \) is index of the testing hypothesis class; \( E_{\theta} f_\ell(\theta|z_i^\phi) \) is the expected value of a random function \( f_\ell(\theta|z_i^\phi) \) with specified parameters \( \theta^* \in \Theta \); \( \eta_\ell(\theta|z_i^\phi) \) is a random function of the parameters \( \theta^*, \theta \in \Theta \). Let us, for the specified parameter \( c \in (0, \infty) \), consider the following auxiliary set:

\[
\Xi(\hat{\theta}), F, c = \theta^* \in \Theta | f_{\theta^*} F(Z|\hat{\theta}) \geq c .
\]

The main result of this paper is the following theorem:

**Theorem 1.** Let the following conditions be true:

1. The random values \( \eta_\ell(\theta|z_i^\phi) \), \( k = 1, ..., m \), are independent, \( \forall k, \theta, \hat{\theta} \in \Theta \), \( \eta_\ell(\theta|z_i^\phi) = 0 \);\n2. \( \forall k, \theta, \hat{\theta} \in \Theta \) : \( f_\ell(\theta|z_i^\phi) = |a_i| \Rightarrow \| \theta - \hat{\theta} \| < \infty \);\n3. \( \forall \theta, \hat{\theta} \in \Theta \) : \( \text{Max } E_{\theta} f_\ell(\theta|z_i^\phi) \geq E_{\theta} f_\ell(\theta|z_i^\phi) \);\n4. \( \forall \theta, \hat{\theta} \in \Theta \) : \( \text{Max } E_{\theta} f_\ell(\theta|z_i^\phi) \geq 1 \);\n5. \( c(P) = \left( \sum_{a_i} L_{a_i} \text{Diam } Z_i \right)^{1/2} \); \( P \leq P^* \), where \( P \in [0,1] \) and \( L_{a_i} = |a_i| \), a.s.;

Then we have

\[
\forall \theta^* \in \Theta, \theta^* \in \Xi(\hat{\theta}), F, c(P) \geq P^* .
\]

The proof is similar to the proof of Theorem 1 in [1].

**Remark:** it can be shown that the decrease in the value of \( \Xi(\hat{\theta}), F, c(P) \) will contribute to decreasing of the value of the \( c(P) \), with constant value \( P^* \). It causes decrease of the value of \( E_{\theta} \Xi(\hat{\theta}) \) hence accuracy of the classification procedure is increased (because, we have a decrease in the quantity of the alternative hypotheses which were contained in the target set).
IV. PRACTICAL EXAMPLE: MULTICHANNEL C-OTDR MONITORING SYSTEMS

Multichannel C-OTDR monitoring systems are a good example of the usefulness of the proposed approach, in particular, when applied to the task of target event type classification. Let us describe the common principle of C-OTDR monitoring systems operate. We will call the systems of this class as optical fiber classifier of seismoacoustic pulses (OXY). An OXY-approach based on the use of the high vibrosensitivity of the infrared energy stream injected into ordinary optical fiber (buried in the ground near the monitoring object) by means of semiconductor laser of low power. This optical fiber will be called a fiber optic sensor (FOS). Typically FOS length is 40-50 km. In the systems of this class, all relevant information is transferred to Processing Center (PC) by the optical fiber which is not only a sensor (FOS) but at the same time an effective and reliable channel for ordinary data transmission. The basis of the described method underlying OXY is the use of the vibrosensitive infrared stream injected into a standard monomode fiber (FOS) by means of a coherent semiconductor laser at the wavelength of 1550 nm. Thus, the laser probes the FOS with usage of infrared stream. This probing is carried out in the pulsed mode. Pulses have a length of ~ 50-200 ns, with an interval of ~ 50-300 μs. The optical fiber is put into the ground, at the depth of 30-50 cm, at the distance of 5-10 m from the monitoring object and, as a matter of fact, it is an optical fiber sensor. When a pulse is moving along the optical fiber, the Rayleigh elastic backscattering is realized on its natural irregularities (impurities), which due to high coherence of the used laser of 3B class leads to formation of the so-called stable interference structures of chaotic type, otherwise called speckles or speckle images. A sequence of speckles is received in the point of emanation using an ordinary welded coupler or a circulator.

The central moment of the concept is the phenomenon that any seismic vibration arising on the surface of the optical fiber due to propagation of seismoacoustic waves from the sources of elastic oscillations, changes its local refractive index. Changes of the local refractive index are reflected in the time-and-frequency structure (TFS) of the respective speckle. Knowing the pulse duration and the velocity of wave propagation in the optical fiber, it is easy to determine the section where the TFS speckle deviation took place. Analysis of the sequence of speckle structures using wavelet conversion apparatuses (the phase of singling out of primary signs of target signals) and Lipschitz classifiers (the phase of classification of target signals) makes it possible not only to reliably detect the target source of seismoacoustic radiation, but also to determine its type and area of occurrence. In particular, location of the target source of seismoacoustic radiation is determined with the accuracy of up to 5 m at the distance of up 40 km from the laser location. Actually, as a result of logical processing, several thousands of the so-called C-OTDR channels are formed on the monitoring distance, each of which transfers information on seismoacoustic activity at the well-defined point of the space. It is obvious that the width of the typical C-OTDR channel is 5 m.

The following problems are solved in the process of analysis of seismic activity:

- Target Seismic-Acoustic Event (TSAE) detection;
- SAE location assessment;
- TSAE type classification.

All these problems are solved on the basis of the so-called “front-end speckle patterns processing” (FESPP). As a result of FESPP, multidimensional information invariants, otherwise called primary signs or features, are singled out from the sequence of the speckle structures corresponding to various C-OTDR channels. Naturally, this analysis is carried out not on a stationary speckle corresponding to the channel state in absence of external disturbances, but on the difference between the speckles adjacent by probing time intervals, which is substantially different from zero. It is this information that is significant for the system and will be called “C-OTDR signal”. And it is C-OTDR signals that are subjected to profound processing in order to solve a complex of problems of remote monitoring. The so-called multidimensional GMM vectors [4] built either by spectral or wavelets coefficients computed above the speckles are used as primary signs in the OXY system. Then, in the space of primary signs, the problems of TSAE detection, location assessment and classification are solved. Use of such multilevel approach allows significantly increase in the anti-interference ability of the system, making it robust against the impact of noises of internal and external nature.

TSAE detection is carried out within the widespread concept of guaranteed detection of statistical disorder of observed processes in C-OTDR channels [5]. TSAE location assessment is based on solving an ordinary triangulation problem using measurements of the adjacent group of channels. The TSAE classification problem seems to be the most difficult. For solving this problem, the approach is used which is based on the ensemble of Lipschitz classifiers, namely the Support Vector Machine ensemble [6]. As a rule, a multitude of target classes has the cardinal number of m > 10. Thus, the classification problem has to be solved in the multiclass formulation. In practice, the “one-against-all” approach has turned out to be efficient, within the framework of which the m-class problem is replaced by a series of m binary classification problems, each of which is solved efficiently with the help of the SVM ideology. The Bhattacharyya kernel [7] having good smoothing characteristics was used as the SVM kernel function. To assess reliability of the classification solution, the confidence set approach [8] was used. Use of the phenomenon of multichanneling, consisting of registration of data from channels of the adjacent group, made it possible to significantly increase reliability of solution of the classification problem, at the same time minimizing the impact of the medium of propagation of seismoacoustic waves. The multi-class classifier of TSAE was built based on the conventional SVM (Support Vector Machine). The classification result was formed on the basis of the widespread
“one-against-all” approach. The coefficients $\alpha_k$ were determined for each classifier $f_k$ independently during the training phase, $|k| \leq 20$. The results of the usage of suggested approach in real C-OTDR system are represented in the Table I. In experiment, the targeted sets $\Xi \left( \hat{\theta}, f_k^{(N)} \right)$ were formed for each classifier $f_k(\theta)$ with usage of the method which has been described in [1]. After that, two classifiers have been selected. First of them is $f_{\max}$ and it corresponds to the target set with minimal power. Second of them is $f_{\min}$ and it corresponds to the target set with maximal power. Here, in order to avoid bulkiness, we used the following notation:

- $\Xi f_{\max} \cdot P$ is the target set which corresponds to integral classifier;
- $\Xi f_{\max} \cdot P_{\min}$ is the target set which corresponds to $f_{\max}$;
- $\Xi f_{\min} \cdot P_{\max}$ is the target set which corresponds to $f_{\min}$.

The first column of Table I contains the values of the confidence coefficients, the rest - the average cardinality of the confidence sets: $\Xi f_{\max} \cdot P$, $\Xi f_{\max}^{(N)} \cdot P$ and $\Xi f_{\min}^{(N)} \cdot P$. Cardinalities of those sets predictably decrease with decreasing value of the confidence coefficient. The highest accuracy of identification comes from integral classifier $F$ with the target set $\Xi f_{\max} \cdot P$.

| $P$   | $|\Xi f_{\max} \cdot P|$ | $|\Xi f_{\max}^{(N)} \cdot P|$ | $|\Xi f_{\min}^{(N)} \cdot P|$ |
|-------|-----------------|-----------------|-----------------|
| 0.95  | 1               | 2               | 3               |
| 0.90  | 1               | 2               | 3               |
| 0.85  | 1               | 2               | 2               |
| 0.75  | 1               | 1               | 2               |

V. CONCLUSION

The guaranteed estimates accuracy of the ensemble of Lipschitz classifiers suggested in this paper are primarily designed to be used in case of large number of classes. A practical example specified in this paper clearly illustrates the perspectives of practical use of the proposed estimation.
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